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Abstract

Feature attribution methods have become a staple method to disentangle the com-
plex behavior of black box models. Despite their success, some scholars have
argued that such methods suffer from a serious flaw: they do not allow a reliable
interpretation in terms of human concepts. Simply put, visualizing an array of
feature contributions is not enough for humans to conclude something about a
model’s internal representations, and confirmation bias can trick users into false
beliefs about model behavior. We argue that a structured approach is required to test
whether our hypotheses on the model are confirmed by the feature attributions. This
is what we call the “semantic match” between human concepts and (sub-symbolic)
explanations. Building on the conceptual framework put forward in Cinà et al.
[2023], we propose a structured approach to evaluate semantic match in practice.
We showcase the procedure in a suite of experiments spanning tabular and image
data, and show how the assessment of semantic match can give insight into both
desirable (e.g., focusing on an object relevant for prediction) and undesirable model
behaviors (e.g., focusing on a spurious correlation). We couple our experimental
results with an analysis on the metrics to measure semantic match, and argue that
this approach constitutes the first step towards resolving the issue of confirmation
bias in XAI.

1 Introduction

The success of machine learning techniques in solving a variety of tasks, along with a parallel surge
in model complexity, has rekindled interest in the interface between humans and machines. The field
of Explainable AI (XAI henceforth) is concerned with unpacking the complex behavior of machine
learning models in a way that is digestible by humans [Doshi-Velez and Kim, 2017, Linardatos et al.,
2020, Gilpin et al., 2018, Biran and Cotton, 2017, Doran et al., 2017].

Among several proposed solutions, one approach has risen to prominence in the last half decade,
namely what is known as feature attribution or feature importance. Loosely speaking, feature
attribution methods explain machine behavior by indicating the extend to which different parts of
the input contribute to the model’s output. It is hard to overstate how widespread such methods are:
they are currently employed in a plethora of scenarios, including virtually all data modalities, and
deployed in production in low- as well as high-risk environments [Thoral et al., 2021].
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Yet, such techniques are not free from criticism. Beside doubts about consistency between explana-
tions and faithfulness to the model, scholars have argued that feature attribution techniques expose the
users of machine learning applications to confirmation bias, namely the reasoning pitfall that leads
us to believe an explanation just because it aligns with our expectations [Lipton, 2018, Ghassemi
et al., 2021]. For instance, a clinician using AI to diagnose metabolic disorders from images – after
inspecting some explanations highlighting build-ups of fat in the liver – might be prone to believe that
the model has learned to pay attention to fatty liver. As fatty liver is a known metabolic condition, the
clinician will recognize it and possibly assume the machine recognizes it too. This may influence the
level of trust the clinician has in the model, affecting the way care is delivered. But how can we be
sure the model has learned this?

More generally, due to the sub-symbolic nature of feature attributions (i.e., the fact that they are
just strings or matrices of numbers), we currently have no systematic way to ascertain whether
explanations capture a concept we are interested in. Some authors advocate checking explanations
against human intuition [Neely et al., 2022], but this exercise must be structured in a way that allows
us to measure alignment between human concepts and explanations, lest we fall back into the problem
of confirmation bias.

In this article, we build on the framework of semantic match proposed by Cinà et al. [2023] and
formalize a procedure that allows us (1) to formulate a hypothesis with the form “the model behaves
in this way”, and (2) to obtain a score representing the extent to which the model’s explanations
confirm or reject this hypothesis. Such procedure is general and can in principle be applied to any
model and to any local feature attribution method. In this article, we focus on SHapley Additive
exPlanations (SHAP) [Lundberg and Lee, 2017] due to their widespread use in practice. Such a
procedure is paired with a discussion on what metrics are appropriate to measure semantic match. We
display the procedure in two sets of experiments on tabular and image data. We investigate different
kinds of hypotheses about model behavior, showing that the procedure can give insight both into
desirable behaviors – what we hope the model is doing well – as well as undesirable behaviors. All
experiments use publicly available data and are fully reproducible.

2 Related Work

Feature attribution methods in XAI. The majority of attribution-based methods provide local
explanations, i.e., they aim to explain the prediction for an individual instance rather than the model
as a whole and henceforth we focus our work on attribution-based methods (agnostic or specific) for
local explainability. We can further break down attribution-based methods into gradient-based and
perturbation-based methods. The former category includes, for instance, DeConvNet [Zeiler and
Fergus, 2014], guided backpropagation (GBP) [Springenberg et al., 2014], Grad-CAM [Selvaraju
et al., 2017], and integrated gradients [Sundararajan et al., 2017]. Methods that fall in the second
category include Occlusion sensitivity maps [Zeiler and Fergus, 2014], LIME [Ribeiro et al., 2016a]
and SHAP [Lundberg and Lee, 2017]. We refer to review papers such as those of Abhishek and
Kamath [2022] and Singh et al. [2020] for a more detailed account of the different methods.

Criticism of feature attribution methods. Although feature attribution methods are the most
studied and deployed in practice [Bhatt et al., 2020], they are facing several criticisms. First, feature
attribution methods do not produce stable results. They have been shown to be sensitive to adversarial
perturbations that are perceptively indistinguishable and to produce drastically different results for
similar inputs [Gan et al., 2022, Ghorbani et al., 2019, Slack et al., 2020]. For perturbation-based
methods, due to sampling, two independent runs can result in different attributions [Gan et al., 2022].
These concerns have been studied in the literature and different approaches to tackle robustness and
reliability have been proposed [e.g., Gan et al., 2022, Nielsen et al., 2022, Kindermans et al., 2019,
Ghorbani et al., 2019, Adebayo et al., 2018]. Second, the methods tend to be sensitive to the choice of
baseline, i.e., the reference values that feature importance scores are compared to [Haug et al., 2021,
Sturmfels et al., 2020]. Third, the features deemed most important differ between methods for the
same input. For example, Saarela and Jauhiainen [2021] compare the results obtained from logistic
regression, random forest, and LIME [Ribeiro et al., 2016b] applied to both models and observe that
different features are detected with these methods. Neely et al. [2022] compare the rank correlation
between feature attribution methods and attention-based methods and find that there is no strong
correlation between those methods. In general, there have been concerns about the performance of
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attribution-based methods, especially due to a lack of some ground truth for (quantitative) evaluation
[Zhou et al., 2022].

Confirmation bias in XAI. Confirmation bias is a well-known concept from psychology, first
described by Wason [1960], and followed by plenty of empirical studies to investigate this phe-
nomenon [e.g. Lord et al., 1979, Evans, 1989, Nickerson, 1998]. The American Psychological
Association defines confirmation bias as “the tendency to gather evidence that confirms preexisting
expectations, typically by emphasizing or pursuing supporting evidence while dismissing or failing to
seek contradictory evidence” [American Psychological Association, n.d.]. Even though the literature
on human cognition including confirmation bias is rich and the problem of this type of cognitive
bias has been acknowledged in the (X)AI literature [e.g., Ghassemi et al., 2021, Cinà et al., 2023,
Rudin, 2019], the empirical research on confirmation bias in XAI is scarce. Wang et al. [2019]
propose a conceptual framework for building human-centered and decision-theory-driven XAI, in
which they consider human decision making and the role of confirmation bias in relation to XAI. Wan
et al. [2022] conducted a field experiment in which the study subjects were tasked with performing
risk assessments aided by a predictive model, while Bauer et al. [2023] conducted two studies in
the real estate industry investigating how humans shift their mental models. Both results find that
confirmation bias is present in human-XAI interaction.

The risk of falling prey to confirmation bias is especially present if we use feature attribution methods
on high-level features [Cinà et al., 2023]. Especially known from the field of computer vision and
deep learning, high-level features refer to patterns in groups of features, while low-level features
are the entries of the input vector [e.g., Zeiler and Fergus, 2014, Lee et al., 2016, Deng and Chen,
2014, Cinà et al., 2023]. Cinà et al. [2023] argue that the meaning of feature attributions for low-level
features is intuitive, if the low-level features have a predefined semantic translation. This is the case
in most tabular data structures, where every features has a concrete meaning. In image data, however,
individual pixels do not carry any semantic meaning and hence the use of feature attribution methods
is not sensible unless we know whether the high-level features match our semantic representation,
i.e., if we have semantic match [Cinà et al., 2023, Kim et al., 2018].

Related approaches. To our knowledge, there has been little work to check whether (something
like) semantic match is present. In natural language processing an approach that is similar in
spirit is probing classifiers, which is a way of understanding whether a language model’s internal
representation is encoding some linguistic property Belinkov [2022]. Despite the shared intention
to unpack sub-symbolic representations, model embeddings are not explanations and probing does
not appeal to intuitions in the same way as feature attribution methods do. In image classification, a
typical approach to explain the classification is using prototypes. Essentially, the explanation relies
on ‘this looks like that’ reasoning and provides prototypical images from the training data to explain
some classification [e.g., Arik and Pfister, 2020, Biehl et al., 2016, Nauta et al., 2021]. In Nauta
et al. [2021], this idea is extended by explaining in what visual aspects, such as color hue, saturation,
shape, texture, and contrast, the test image is similar to the prototype. They quantify the influence of
these aspects in a prototype and by that clarify the classification of the test image. Another approach
for interpretable image classification is concept-based models or concept bottleneck models (CBMs)
[e.g., Kim et al., 2018, Barbiero et al., 2022, Yuksekgonul et al., 2022, Ghosh et al., 2023]. The
core idea of such approaches is to map inputs onto some user-defined concepts, which are then used
to predict the outcome class. In both CBMs and prototype explanations, the intention is to ground
explanations by latching them to concepts or prototypes for which semantic match is given.

Contributions. We propose an approach to test directly whether semantic match is present for the
hypotheses that we are interested in, without the need of pre-defined concepts or prototypes. Our
metrics for semantic match can also support a quantitative analysis of model behavior, and when
semantic match is not achieved, we can side-step our intuition and thus avoid confirmation bias.

3 Methodology

In this section we describe the main methodology in full generality and elaborate on the metrics to
assess semantic match. We also outline the setup of the experiments on tabular and image data.
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3.1 Main procedure

Consider a dataset with input vectors X = {x1, x2, . . . , xn} and the corresponding output labels
Y = {y1, y2, . . . , yn}. Thus, the data point i is denoted by the pair (xi, yi) ∈ X × Y . We assume
that a machine learning (ML) model f has been trained on this dataset and a local feature attribution
method M is specified. The term M(f, xi, yi) = ei defines the explanation ei obtained by M for
data point i that is classified with model f .

When evaluating semantic match, we consider a specific sample xc ∈ X and a corresponding
explanation ec. We are interested in testing whether we have semantic match with the explanation ec,
or in other words, whether what we ‘see’ in the explanation is indeed what the explanation is capturing.
At an intuitive level, what we want to ascertain is that an explanation matches our translation of it.
This is encoded in the commutation of the semantic diagram from Cinà et al. [2023], namely that all
the data points giving rise to a certain explanation are also complying with our translation hypothesis,
which we will indicate with θ, and vice versa. Mathematically this can be written as

{x ∈ X |M(f, x, y) ≈ ec} = {x ∈ X | (x, y) |= θ}, (1)

where (x, y) |= θ denotes that the corresponding data point complies with the hypothesis θ. Note that
we expect our reference point xc to comply with θ, since it is the explanation ec that elicited it. We
propose a procedure to test how much such equality holds in a practical case. The procedure requires
a distance metric between explanations, which we will denote as d, a maximum distance allowed ϵ, a
number of samples n, and a method to test a hypothesis θ on data points. In case of explanations
as vectors or matrices, there are standard notions of distance to employ; see Section 4 for several
examples. The choices of ϵ and n depend on how thorough an inspection one wants to conduct. We
thus rewrite the test as

{x ∈ X | d(M(f, x, y), ec) ≤ ϵ}︸ ︷︷ ︸
Xϵ

= {x ∈ X | (x, y) |= θ}︸ ︷︷ ︸
Xθ

(2)

where the left-hand side is a set containing all data points generating an explanation close to ec
(subset Xϵ), and the right-hand side is a set containing all data points satisfying θ (subset Xθ).

To exemplify the procedure, suppose one has developed an algorithm to classify pictures of animals.
Presented with a picture of a dog and an explanation ec, one may formulate the translation hypothesis
θ that the explanation highlights the tail of the dog. Following the procedure, one would first obtain a
dataset with input images and explanations, and then identify the images with explanations sufficiently
similar to ec (i.e., subset Xϵ), as well as the images that contain tails (i.e., subset Xθ). It is then
possible to evaluate the overlap between these two sets. Note that, while our algorithm uses a single
dataset for both Xϵ and Xθ, it would also be possible to obtain separate samples for these two sets.
For example, one can consider the use of generative models to generate samples satisfying θ, and
evaluating the the similarity of the explanations obtained for this set compared to ec.

3.2 Metrics for semantic match

We now turn our attention to quantifying the semantic match. Since we have defined distances in
terms of a reference point, each of the metrics defined in this section will have to be re-computed by
sampling data points within Xθ to understand how much the results depend on the choice of data
point. Our two tests boil down to two questions: (1) how necessary is θ for an explanation similar to
ec, and (2) how sufficient is θ for an explanation similar to ec? In proportion/probability notation, for
some random input xi ∈ X , we define

q1 = P
(
xi ∈ Xθ|xi ∈ Xϵ

)
and q2 = P

(
xi ∈ Xϵ|xi ∈ Xθ

)
. (3)

These two metrics effectively offer two perspectives on the overlap between the area defined by θ and
the area defined by setting a threshold ϵ on the distances.1 One drawback of these quantities is that
they are threshold-dependent, and the choice of threshold is somewhat arbitrary. An alternative way
to test for semantic match is to think about the distances of the explanations from ec as constituting a
ranking of the data points. This ranking can then be used to ‘predict’ which data points satisfy θ.

1This formulation in terms of necessity and sufficiency might seem reminiscent of Watson et al. [2021] but
here the key difference is that we are not considering whether an explanation is sufficient for a certain prediction,
we are instead considering how it matches with respect to θ.
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Semantic match as classification. Using the training dataset, we construct a new dataset by
relabeling the samples using the hypothesis θ. That is, we obtain new labels with θ by defining

ȳi = 1
(
(xi, yi) |= θ

)
, i = 1, . . . , n. (4)

Here, 1 stands for the indicator function. In other words, a sample is relabeled as one if it complies
with the hypothesis; otherwise, its label is zero. Given the machine learning model f , the local feature
attribution method M and explanation ec, we can also construct ‘predictions’ as follows:

hc(xi) = 1
(
d(M(f, xi, yi), ec) ≤ ϵ

)
, (5)

In light of this construction, the metrics in Eq. (3) are the precision and recall values, respectively.
When considering the distances as a ranking, we need to flip the sign since in our case smaller
distances are supposed to indicate higher chance of satisfying θ, while in standard classification
problems larger values are supposed to indicate the positive class.2 With this approach, we can resort
to well-known metrics to measure the discrimination of rankings, such as the area under the ROC
curve (shortened with AUC): for every threshold on the distance we can obtain a value of true positive
rate and true negative rate, and vary the threshold to obtain the standard AUC plot.

Coherence of explanations. Obtaining a high AUC for semantic match indicates that explanations
allow us to separate the points satisfying θ from those that do not. However, AUC is invariant to
monotone transformations and does not indicate how coherent explanations are with each other. In
case of global behavior of the model (e.g., is the model placing attention on the object to classify), we
are also interested in measuring the consistency between θ and explanations (for this dataset, these
explanations and this model), not just on discrimination. In order to measure the coherence among
explanations, we resort to the median distance of all explanations from the reference point ec, to
understand how much explanations cluster close to the θ region.

3.3 Experimental setup

For the sake of simplicity, we limit our experiments to a single explanatory technique and opted for
SHAP values Lundberg and Lee [2017], since it is a widely used technique that is easily applicable
across data modalities.

Experiments on tabular data. To illustrate the procedure to test semantic match, we first design a
controlled experiment on synthetic data. We want to control the data generating process and have
clarity on what is the high-level feature the model may be picking up, so that we can have clear
expectations on whether semantic match should work or not.

We generated a tabular dataset consisting of two continuous features normally distributed, x1 and
x2, and one binary feature x3. We proceeded to define a binary outcome by passing the function
x1x3 − −(1 − x3)x1 + x2 through a sigmoid and a 0.5 threshold. In this way, we incorporate a
feature interaction between features x1 and x3 into the outcome; this will be the high-level feature of
interest. We then trained a random forest on the dataset in order to predict the outcome from the three
features, and generated explanations using SHAP. In principle, the random forest algorithm should be
able to pick up on such feature interaction.

Next, we wanted to use explanations to understand whether the model had learned about the feature
interaction. We picked a data point xc with negative x1 value and x3 = 0, whose explanation ec
gave positive contribution for both these features. We formulated the following hypothesis θ: “the
model has learned that x3 = 0 flips the effect of x1 and thus increase the probability of the outcome
when x1 is negative and x3 = 0”. We operationalized θ by considering the subset of the data where
x1 < 0 and x3 = 0: this is the subset of data points for which – if semantic match is achieved – we
expect explanations to be close to ec. Finally, we define a notion of distance between explanations.
We opted for Euclidean distance between vectors of SHAP values and deemed two explanations to
be ’similar’ whose distance was below a threshold ϵ, which we tested at different values. With these
ingredients we are then able to test for semantic match.

2One can think of the flipped distances as a proximity score, with higher values for explanation closer to ec.
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Experiments on images. We further experimented on a computer vision task from the literature
with the goal of assessing semantic match for vision-related hypotheses. We employed data from
MALeViC [Pezzelle and Fernández, 2019], a dataset of synthetically-generated images depicting four
to nine colored geometric objects with varying areas. The objects are generated at random locations
in the images. Since MALeViC was originally introduced to study an object’s contextually-defined
size, each shape has a corresponding binary label – big or small – which stands for its size in the
context of the whole image, i.e., whether it counts as big or small given the surrounding objects.
These are based on an underlying threshold function considering the area occupied by the objects. For
each image, the threshold T is computed as follows: T (I) = Max−−k(Max−Min), where I is
the image, k is randomly sampled from the normal distribution of values centered on 0.29 (µ = 0.29,
σ = 0.066), and Max and Min are the areas, in pixels, of the biggest and smallest objects in I ,
respectively. During the construction of the dataset, an object is deemed big if its area exceeds T ;
otherwise, small. To solve this task, a model will need to construct high-level features capturing the
role of the target object and the relationship with the other shapes.

Here, we focus on the partition of the MALeViC dataset where all the objects in an image are either
squares or rectangles. This choice has a practical motivation, namely to have a direct mapping
between objects and their bounding boxes. Furthermore, we select images that contain one single red
object. The resulting dataset is balanced in terms of objects’ sizes. We split our dataset into training,
validation and test sets (80:10:10). To augment our training data, we flip each image horizontally
and vertically. Thus, we end up with 4800 images in the training set and 200 images in the test set.
We trained a model to predict whether red objects are big or small. The model is a convolutional
neural network (CNN) that takes the three-channel input images and outputs a probability over the
two classes (small or big). Further details on the implementation are specified in Appendix B.

We generate explanations by obtaining pixel-level SHAP values. It is difficult to compare heatmaps
directly because the shapes spawn at random locations in the images. The MALeVIC dataset comes
equipped with metadata on the location of the bounding box for each shape in an image. After
segmenting the whole image with Segment Anything Model (SAM) [Kirillov et al., 2023], we are
able to identify the relevant masks by matching their coordinates to the coordinates of the relevant
bounding boxes using the metadata. This allowed us to consider only the SHAP values of the pixels
inside a certain shape, as depicted in Figure 1.

Figure 1: An example image from the MALeViC dataset (left), alongside the SHAP values generated
by the model (center-left), the cyan bounding box around the object of interest (center-right) and the
SHAP values after masking is applied (right).

All the hypotheses considered concern the contribution placed on the target red object. Thus, we
calculate the amount of SHAP values placed on the relevant shape using the bounding box as a mask
on the SHAP heatmap. We add up the absolute value of the contribution of the pixels within the
bounding box and normalize this quantity by the total contribution in the whole image. This gives
us the proportion of the attention placed on the target object in the reference image xc. Given any
other image, we will calculate the proportion of contribution of the red shape with the same method,
and measure the distance as the absolute difference in these proportions. Therefore, if our reference
explanation places 40% of the contribution on the red object and in another image the contribution of
the red object is 10%, the distance between the two explanations is 30% or 0.3. In this way, we have
a notion of distance that is only considering the relevant parts of the images and is not affected by the
fact that shapes can be located in different places.

6



4 Results

We summarize our results in the two sets of experiments.

4.1 Synthetic experiments on tabular data

On this simple task, the model has an AUC of 1.00, thus it must have learned about the feature
interaction. Our experiment was geared towards testing whether the explanations matched our
hypothesis “the model has learned that x3 = 0 flips the effect of x1 and thus increase the probability
of the outcome when x1 is negative and x3 = 0”.

By choosing a first data point as a point of reference, we obtained a semantic match AUC of 0.99
and a median distance of 0.20. This indicates that the distances allow us to distinguish data points
where the first feature is negative and the third is zero, but explanations are not coherent. Inspection
of the histogram of distances of the explanations (Figure 2, blue histogram) reveals a group of data
points for which the distance is rather large. What is at play here is that x2 is confounding our notion
of distance: while x2 is irrelevant for the hypothesis we formulated, our naive notion of distance
does take into account the distance on that dimension too. This simple example brings into light the
fact that hypotheses may be local. Revising our notion of distance to only consider dimension x1

and x3, we see a drop in median distance reaching 0.09, while semantic match AUC remains high at
0.92. We also observe in the orange histogram of Figure 2 a shape that complies with expectations:
explanations cluster close to e, with fewer and fewer examples as we allow for more distance.

Figure 2: For the data points in the subspace defined by x1 < 0 and x3 = 0, we are interested in
checking how similar the explanations are with respect to to ec. We visualize this as a histogram with
the distance on the horizontal axis. Refining the notion of distance to one that is hypothesis-driven,
we remove the “noise” introduced by x2 and ascertain that the explanations of the relevant data points
do cluster in the vicinity of ec.
These observations allow us to conclude that we have a reasonable level of semantic match, and thus
we are confident that the explanations reveal what our hypothesis has described. Note that in this
process we have not dissected the model itself, which in principle has remained a black box. We
elaborate on the robustness of these results in Appendix A.

4.2 Experiments on images
On the MALeViC dataset, the model reached an accuracy of 91.5% on the classification task. We
were thus interested in confirming the model has learned which shapes it is supposed to consider,
a theory that is also suggested by visual inspection of some explanations. We formulated various
hypotheses regarding the contribution placed on specific objects in the image. Notably, the distance
between reference explanations (ec) and all explanations expresses a difference in percentage of
attention placed on the objects of interest. First, we studied the amount of contribution placed on the
target object and the correctness of the model’s predictions by formulating the following hypotheses:

• θ1: ‘≥ 10% of the attention is placed on the target object’

• θ2: ‘≥ 10% of the attention is placed on the target object and the prediction is correct’

• θ3: ‘< 5% of the attention is placed on the target object and the prediction is correct’

• θ4: ‘< 5% of the attention is placed on the target object and the prediction is not correct’

7



The results are summarized in Figure 3. Hypotheses θ1, θ2, θ3, θ4 all obtain high AUC, suggesting
the explanations clearly separate the data points complying to the hypotheses from the rest. Overall,
the median distances are relatively small (i.e., the median of median distances stands close to 6%).
This suggests that, for all explanations, variability is relatively low compared to the reference points.
In particular, since the reference points for hypotheses θ3, θ4 have less than 5% of contribution placed
on the target objects, this entails that all explanations put little attention on the target object. We can
thus conclude that semantic match for those hypotheses is high and therefore the model does not
behave as desired, i.e., focus on the target object. For further insights into the semantic match on the
hypotheses considered, we refer the reader to Appendix B.

(a) AUC boxplots (b) median distance boxplots

Figure 3: Boxplots of the two main metrics (i.e., AUC and median distance) to assess semantic match
for hypotheses based on attention placed to red target object in images from the MALeVIC dataset.
The boxplots are obtained by sampling all data points complying with the hypothesis as points of
reference.

If the focus on the target object does not explain the high performance of the model, perhaps the model
is using the smallest and largest object to perform the classification (see Section 3 for explanations
on the data generation). Therefore we formulated a similar set of hypotheses, expanding their scope
to encompass the contribution placed on the triple of the target, biggest and smallest objects in the
image:

• θ5: ‘≥ 30% of the attention is placed on the target, biggest and smallest objects’

• θ6: ‘≥ 30% of the attention is placed on the target, biggest and smallest objects and the
prediction is correct’

• θ7: ‘< 15% of the attention is placed on the target, biggest and smallest objects and the
prediction is correct’

• θ8: ‘< 15% of the attention is placed on the target, biggest and smallest object and the
prediction is not correct’

The results are summarized in Figure 4. Notably, the trends are similar to the ones observed in the
previous set of hypothesis. Hypotheses θ5, θ6, θ7, θ8 all also obtain high AUC (albeit the first two
with high variability), suggesting that explanations complying with the hypothesis and those which do
not can be separated easily. The AUC distributions for this set of hypotheses is broadly comparable to
the ones observed in hypotheses θ1, θ2, θ3, θ4, respectively. Overall, the median distances are small
(i.e., roughly between 10% and 20%), although slightly larger than in the previous set of hypotheses.
Overall, the budget of contribution devoted to the biggest, smallest and target object tends to be
less than half. This indicates that there are more factors playing a role for the model to come up
with a decision. Since the target, smallest and largest objects should be the only objects affecting
the classification, this results strongly suggests that the model is utilizing some spurious correlation.
Further insights into semantic match on the hypotheses considered can be found in the Appendix B.

5 Discussion
In the previous sections, we laid out a procedure to investigate the semantic match between human-
understandable concepts and attribution-based explanations. The procedure begins in a way that is
akin to how such explanations are commonly used: by examining a data point with its explanation,
and formulating a hypothesis on what the model has learned. We showed how this first step can
continue by making the hypothesis more precise, and by defining a notion of distance between
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(a) AUC boxplots (b) median distance boxplots

Figure 4: Boxplots of the two main metrics (i.e., AUC and median distance) to assess semantic match
for hypotheses based on attention placed to red target, biggest and smallest objects in images from
the MALeVIC dataset. The boxplots are obtained by sampling all data points complying with the
hypothesis as points of reference.

explanations that is hypothesis-driven. We then proposed some diagnostic tools to measure the level
of semantic match between said hypothesis and the explanations. Such numerical analysis of the
explanations can ground our intuitions and prevent confirmation bias.

This framework was put to the test on synthetic tabular data and on a computer vision task on the
MALeViC dataset. We observed how, without any prior knowledge about the model, the semantic
match framework allows us to draw conclusions about model behavior. In the computer vision task,
we started by investigating a desirable behavior, and concluded that the model was behaving in an
undesirable way (i.e., not placing enough attention to the relevant shapes). Such experiments, while
revealing the complexity of the problem, showcase that this framework can elicit useful information
on model behavior and prevent confirmation bias.

When it comes to limitations of this approach, it should be noted that this whole endeavor is
predicated on the assumption that explanations have some degree of faithfulness to the model [Jacovi
and Goldberg, 2020]. If explanations misrepresent the model, a semantic match between our ideas and
the explanations is not going to give us information about the model. Moreover, we only experimented
with SHAP, which is but one of the many feature attribution techniques available; it remains to be
shown that this framework also generalizes to other explainability techniques.

Furthermore, the experiments revealed several interesting aspects of semantic match. First, hy-
potheses are often local, in the sense that they pertain to a part of the input data, and it may not be
straightforward to define a relevant notion of distance between explanations (see for example the
bounding box problem in Section 3.3). Second, perhaps unsurprisingly, the results we obtained were
sensitive to the specification of the hypothesis, highlighting the importance of formalizing hypotheses
precisely and testing different specifications. Third, we find that sharpening the hypothesis does not
necessarily lead to crisper results, see for instance θ1 and θ2 from the set of image experiment in
Figure 3. More generally, the role of the logical structure of the hypotheses remains to be investigated;
the divergent AUCs values for θ3 and θ4 from the set of image experiments in Figure 3 might be
related to fact that θ4 contains a negation of a term of θ3.

In future work, we plan on expanding the suite of experiments further, tackling more real-world tasks
and datasets, as well as expand to other feature attribution methods. We also intend to formalize more
precisely a language for posing hypotheses, in the vein of a query language, so that the process of
testing semantic match can be further refined and automatized.
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A Expanded results on synthetic tabular data

The simulation reported in 3.3 was repeated adding a noise factor k to the outcome, to assess
robustness of semantic match in light of noisy outcomes. More specifically, the baseline function
that was passed through a sigmoid was changed to x1x3 − −(1 − x3)x1 + x2 to x1x3 − −(1 −
x3)x1 + x2 + kx4, where k is a chosen constant and x4 is a standard normal variable (such as x1

and x2). Thus, a value of k = 0.5 leads to a noise impact on the model of around half the impact of
x2. Simulations with different combinations of ϵ and k – with the same θ and sample size N = 1000
– give the expected results (where q1r and q2r are the metrics calculated with the revised distance
including only features x1 and x3); we display here some examples:

• ϵ = 0.05, k = 0: q1 = 1.0, q1r = 0.84, q2 = 0.025, q2r = 0.1338.
• ϵ = 0.05, k = 0.5: q1 = 0.5833, q1r = 0.5745, q2 = 0.02229, q2r = 0.0860.
• ϵ = 0.2, k = 0: q1 = 0.6633, q1r = 0.5299, q2 = 0.4204, q2r = 0.7898.
• ϵ = 0.2, k = 0.5: q1 = 0.5735, q1r = 0.5009, q2 = 0.5096, q2r = 0.8694.

As the distance constitutes a reverse ranking (smaller distances should mean higher chance to fulfill
the hypothesis), larger threshold ϵ means lower proportion q1 (precision) and higher proportion q2
(recall). In other words, the larger ϵ, the less similar explanations become, and P (xi ∈ Xe) converges
to 1. On the other hand, the larger the threshold the more q1 (precision) tends towards P (Xθ). This
is displayed clearly in plots such as Figure B and ??. The noise appears to worsen semantic match –
and performance on the downstream task – but these trends remain.

B Expanded results on the MALeViC data

The input for the convolutional neural network is a 3-channel image containing squares or rectangles.
The model used consists of three convolutional layers with 3,16 and 32 filters respectively. The
dimension of the filters is 3x3. Each convolutional layer is followed by max pooling (2x2 filter) and a
ReLU activation function. The output is flattened and passed through a dropout layer (25% rate), two
fully connected layers and a sigmoid to output probabilities. The overall architecture is shown in
Figure 5. The network was trained for 20 epochs using a batch size of 128. The chosen optimization
algorithm was Adam with a learning rate set to 0.001 using the binary cross entropy loss. The random
seed is set to 42. During training, the model with lowest validation loss was selected for inference.

conv1

conv2

conv3

fc1

224 x 224 x 3

112 x 112 x 16

56 x 56 x 32

50176 x 500

convolutional network 

max pooling(kernel=2) + ReLU

fully connected 

sigmoid

28 x 28 x 64

50176

ReLU

fc2

500 x 2

[P(big), P(small)]

Figure 5: CNN Architecture

We report in Figures B the histograms of the distances and in Figure B the precision-recall curves for
the four hypotheses.
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(a) Distances for hypothesis θ1. (b) Distances for hypothesis θ2.

(c) Distances for hypothesis θ3. (d) Distances for hypothesis θ4.

(e) Distances for hypothesis θ5. (f) Distances for hypothesis θ6.

(g) Distances for hypothesis θ7. (h) Distances for hypothesis θ8.

Figure 6: Kernel density estimate plot for distances between reference explanation percentage
attention (ec) and all explanations percentage attention (ei) from the MALeVIC dataset. In blue,
distances between ec and ei when θ = 1. In orange, distances between ec and ei when θ = 0.
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(a) q1 and q2 curves for hypothesis θ1. (b) q1 and q2 curves for hypothesis θ2.

(c) q1 and q2 curves for hypothesis θ3. (d) q1 and q2 curves for hypothesis θ4.

(e) q1 and q2 curves for hypothesis θ5. (f) q1 and q2 curves for hypothesis θ6.

(g) q1 and q2 curves for hypothesis θ7. (h) q1 and q2 curves for hypothesis θ8.

Figure 7: q1 and q2 curves (i.e., precision-recall curves) for datapoints from the MALeVIC dataset.
In blue, q1 curve. In orange, q2 curve.
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